
Conclusions
- Graph analytics throughput does not scale with more parallel hardware threads in GPU
- GPU memory hierarchy remains underutilized due to irregular memory requests

[1] Tine et al., ”Vortex: Extending the RISC-V ISA for GPGPU and 3D-Graphics”, MICRO, 2021.
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Graph BFS achieves low throughput

Analytics kernel used: Breadth-first search (BFS)
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Aim

- Future work: Upgrade the memory heirarchy to minimize the impact of irregular requests


